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than State-of-the-Art Feature Visualizations
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TL;DR:  Using human psychophysical experiments, we show that natural images can be significantly more informative for interpreting neural network

activations than a synthetic feature visualization.

Motivation Human experiments

Feature visualizations such as
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processing of convolutional neural
networks (CNNs). At the same time,
there are concerns that these
visualizations might not accurately
represent CNNs’ inner workings.
Here, we investigate how much
extremely activating images help
humans to predict CNN activations.

* Well-controlled lab experiments

* 2 experiments: 33 participants

* Feature visualizations by Olah et al.l1]
* Baseline: natural images (ImageNet)
* Network: InceptionV1[2]
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Setter, more confident and faster with natural images The superiority of natural images (mostly) holds across layers, branches and various conditions
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[2] Szegedy, Christian, et al. "Going deeper with convolutions."
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* However, exemplary natural images are even more helpful evaluations of feature visualizations
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